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A B S T R A C T   

Accurate seismic risk modeling requires knowledge of key structural characteristics of buildings. However, to 
date, the collection of such data is highly expensive in terms of labor, time and money and thus prohibitive for a 
spatially continuous large-area monitoring. This study quantitatively evaluates the potential of an automated and 
thus more efficient collection of vulnerability-related structural building characteristics based on Deep Con-
volutional Neural Networks (DCNNs) and street-level imagery such as provided by Google Street View. The 
proposed approach involves a tailored hierarchical categorization workflow to structure the highly heteroge-
neous street-level imagery in an application-oriented fashion. Thereupon, we use state-of-the-art DCNNs to 
explore the automated inference of Seismic Building Structural Types. These reflect the main-load bearing 
structure of a building, and thus its resistance to seismic forces. Additionally, we assess the independent retrieval 
of two key building structural parameters, i.e., the material of the lateral-load-resisting system and building 
height to investigate the applicability for a more generic structural characterization of buildings. Experimental 
results obtained for the earthquake-prone Chilean capital Santiago show accuracies beyond κ = 0.81 for all 
addressed classification tasks. This underlines the potential of the proposed methodology for an efficient in-situ 
data collection on large spatial scales with the purpose of risk assessments related to earthquakes, but also other 
natural hazards (e.g., tsunamis, or floods).   

1. Introduction 

Many of the world’s largest urban agglomerations are located in 
regions with high seismic vulnerability (Gu et al., 2015). Due to popu-
lation growth paired with rapid urbanization it is expected that pop-
ulations in earthquake-prone regions will face greater losses in the 
future (Bilham, 2009; Tucker, 2013). Besides the seismic hazard itself, 
earthquake resistance of exposed buildings is a key parameter for 
determining the level of seismic losses (Wyss and Rosset, 2013). Thus, an 
up-to-date model of the exposed built environment including its physical 
seismic vulnerability is a prerequisite for earthquake risk analyses and 
loss estimations to initiate pre- and post-event emergency management 
(Geiß and Taubenböck, 2013). 

Traditionally, required information is collected via in-situ surveys, 
where structural engineers assess construction features building-by- 
building while considering a standardized protocol (e.g., FEMA, 
2015). These surveys are expensive in terms of labor and time, making 
them prohibitive for a continuous inventorization on larger scales (e.g., 
entire cities). Institutional databases such as census or tax assessor data 
are another source of information (e.g., Sarabandi and Kiremidjian, 
2007). Such data, however, are often inappropriate, out-of-date, or not 
available (Geiß et al., 2016). 

1.1. Seismic risk assessment 

The risk Rb (i.e., the probability to suffer a certain degree of damage 
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within a specific future time period) for a building Eb exposed to a 
seismic hazard Hi (i.e., an earthquake with a certain probability of 
occurrence within a certain time period) with a local intensity i can be 
regarded as a function: 

Rb = f
(
Hi,Eb,V(Eb ,Hi)

)
, (1)  

with V(Eb ,Hi) representing the physical vulnerability of Eb, i.e., its pro-
pensity to suffer damage from Hi due to its constructional design 
(Coburn and Spence, 2002). In a seismic risk model, V(Eb ,Hi) is repre-
sented by a vulnerability model that relates Hi to the damage probability 
of a building (e.g., a fragility curve). This allows assessing the vulnera-
bility of Eb with respect to a specific level of Hi (Calvi et al., 2006). 

To estimate the vulnerability distribution of building inventories, 
individual structures are classified according to their key seismic resis-
tance determining structural properties. This results in groups with 
similar expected behavior under seismic forces – the Seismic Building 
Structural Type (SBST; Coburn and Spence, 2002). In this sense, the 
SBST characterizes the main load-bearing system of a structure, gener-
ally considering the material and configuration of the lateral load 
resisting system (LLRS), along with the building height as the main 
influencing factors. When it comes to risk assessment, the SBST is 
deployed to interlink exposed structures Eb with a specific representative 
vulnerability model V(Eb ,Hi). 

1.2. Remote sensing (RS) for mapping of building structural vulnerability 

Due to its diverse modalities and high spatiotemporal coverage, the 
use of RS data holds a high potential to address a large-area collection of 
up-to-date information on exposed buildings (Geiß and Taubenböck, 
2013). In particular very high spatial resolution (VHR) RS data allows 
for the spatially continuous derivation of vulnerability-related structural 
characteristics at building level. Taubenböck et al. (2009) and Borzi 
et al. (2011) indirectly infer building vulnerability from VHR optical RS 
data. First, they reconstruct and characterize the individual buildings in 
an object-based fashion (Blaschke, 2010). Then, they assign specific 
fragility functions to distinct manifestations of derived building attri-
butes (e.g., height, extent, or roof type) based on expert knowledge. 

Other studies directly deploy the correlations between features 
encoded in the RS data and building vulnerability within data-driven 
machine learning frameworks (Aravena Pelizari et al., 2018). In this 
sense, Sarabandi and Kiremidjian (2007) calculate building attributes 
from VHR multispectral RS imagery, align this feature set to occupancy 
type as well as building age from tax assessor data, and predict the SBST 
using supervised learning techniques. Geiß et al. (2015) step upon this 
path but in contrast they fully substitute auxiliary geo-data by a 
comprehensive set of descriptive features derived from complementary 
multi-sensor RS data. Such supervised learning approaches particularly 
depend on appropriate and sufficiently available reference information 
being either gathered within in-situ surveys or derived from institutional 
data (see also, e.g., Panagiota, et al., 2012; Geiß et al., 2014, 2016; Liuzzi 
et al. 2019). As outlined above, however, such data is expensive, barely 
available and often spatially scarce or outdated, which severely limits 
their flexible and large-area application. 

1.3. Remote rapid visual screening (RRVS) 

To facilitate and speed-up systematic in-situ building information 
gathering, Wieland et al. (2012) deploy a mobile mapping system. An 
omnidirectional camera mounted on a vehicle allows for an automated 
compilation of georeferenced imagery on street-level. Image sequences 
are captured and structural attributes are collected via visual image 
interpretation by experts. This is referred to as RRVS and enables op-
erators to inspect a large number of structures in short time in a 
decentralized and location-independent manner (Geiß et al., 2017a). To 
finally obtain spatially consistent area-wide inventories, collected data 

can be fed to extrapolation procedures based on RS data (Wieland et al., 
2012; Geiß et al., 2017a; Section 1.2). Thereby, well elaborated routing 
strategies for a representative yet efficient data capturing are required 
(Geiß et al., 2018). However, such location-specific data collection 
campaigns are still costly in terms of time and money. 

Nowadays, the large-area availability of systematically collected and 
regularly updated street-level data due to global initiatives such as 
Google Street View (GSV; Anguelov et al., 2010) but also Mapillary1 or 
Apple’s Look Around service2, offer new possibilities for the gathering of 
in-situ information. In covered areas, RRVS can now be completely 
decoupled from physical on-site presence (e.g., Santa María et al., 2017, 
Pittore et al., 2018). RRVS based on GSV enabled Santa María et al. 
(2017) to compile detailed exposure models for the residential struc-
tures of three Chilean cities. They derive the LLRS material and the 
number of storeys among others, based on which residential buildings 
are categorized into 18 SBSTs. The survey involved a visual inspection of 
~21 K individual buildings and was performed within thirty working 
days, by three structural engineering students and a supervisor (Rivera 
et al. 2017). These figures underline the complexity and the high efforts 
still associated with RRVS. 

1.4. Objective of this study: automatization of building surveys on street- 
level with Deep Convolutional Neural networks (DCNNs) 

Is there any realistic scenario to obtain in-situ building information 
for seismic risk assessment with large-area coverage in an automated 
low-cost fashion? If it is possible for image interpreters to infer seismic 
risk-related building attributes from geotagged street-level images, we 
believe DCNNs could do likewise. Thus, the presented study explores the 
potential of custom trained DCNNs for the collection of such 
information. 

Recent developments in machine learning and computer vision – in 
deep learning in particular – enabled great advances in solving 
perceptual tasks in the image domain (LeCun et al., 2015). Raising ef-
forts were set on the well-thought engineering of modular organized 
DCNNs (e.g., Simonyan and Zisserman, 2014; He et al., 2016; Szegedy 
et al., 2016b) successively evoking improved accuracies on popular 
benchmark datasets. As a follow up step, research has been spent to 
automate the engineering of DCNN architectures by incorporating 
Neural Architecture Search (NAS) into model optimization. Taking this 
path, NAS approaches, e.g., NASNet (Zoph et al. 2018) showed their 
potential to create model architectures that outperform purely hand-
crafted DCNNs. 

Several studies have already explored the automated gathering of 
information on urban environments using geotagged street-level images 
and DCNNs. Among them, Kang et al., 2018 explore the use of GSV 
images and DCNN scene classification to assign building instances as 
delineated by Open Street Map to one of eight use-classes. Srivastava 
et al. (2019) as well as Hoffmann et al. (2019) predict urban-land-use 
classes of Open Street Map building objects, but, in addition to GSV, 
deploy aerial images. They propose multi-stream DCNN models to fuse 
both modalities enabling significant improvements in classification ac-
curacies on their benchmark data. Branson et al. (2018) deploy GSV 
panoramas jointly with aerial imagery to inventorize street-trees. Indi-
vidual trees are located with multimodal object-detection and subse-
quently classified according to tree species. On top, building-upon the 
multi-temporal dimension of GSV, street-level tree views are subject to 
tree change tracking using a siamese DCNN. Similarly, Illic et al. (2019) 
use GSV data of different time-steps to detect gentrification-like changes 
in built-environments. Hu et al. (2020) deploy multi-task learning which 
enables them to simultaneously predict three different target attributes 
to efficiently characterize street-canyon geometry. Gebru et al. (2017) 

1 https://www.mapillary.com/  
2 https://maps.apple.com/imagecollection 
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apply DCNNs on big street-level data. They classify cars detected within 
50 Million GSV images taken across the U.S. into 2657 categories to map 
demographic attributes. 

This study, in contrast, investigates the potential of DCNNs to infer 
key structural building characteristics for seismic risk assessment from 
street-level imagery. This is done to enable an efficient as well as flexible 
large-area in-situ data collection. Thereby, information derivation is 
rendered as a scene classification problem. 

Supervised learning, particularly with DCNNs, relies on sufficient 
numbers of labeled training data to result in well generalizing models. 
However, consistent ground truth data at building-level with respect to 
our target variables is scarce and not available to us. Therefore, we 
compile reference data in an RRVS manner. As indicated in Section 1.3, 
the assignment of buildings with structural attributes based on their 
façade-views is not trivial. This is because the discriminative informa-
tion with regard to structural properties, e.g., the material of the LLRS, 
in a façade view can be subtle. Thus, specific knowledge about the 
impact of construction practices on the visual appearance of buildings, i. 
e., about distinct dependencies between structural properties and visu-
ally inferable indicators (hereinafter referred to as visual-structural 
criteria) is required. To facilitate a reliable labeling we structured such 
information, and elaborated a proper scheme that aims at both: i) being 
representative in terms of occurring construction types and vulnerabil-
ities; ii) to account for the needs of training and evaluating DCNNs. 

Plenty of taxonomies have been developed to categorize building 
exposure in a standardized way (Pittore et al., 2018). In this study, we 
align the addressed typologies with the Global Earthquake Model (GEM) 
building taxonomy (Brzev et al., 2013; hereinafter referred to as GEM 
taxonomy). 

Thereupon, we create a reference dataset based on which we assess 
the potential of DCNNs to predict a risk-oriented SBST. This allows to 
interlink buildings with a specific vulnerability model. In addition, we 
individually estimate the LLRS material and the height of buildings. We 
do so, to exemplify the automated collection of specific attributes of 
generic faceted data schemes (Pittore et al., 2018), e.g., the GEM or the 
GED4ALL taxonomy (its adaption for multi-hazard risk analysis; Silva 
et al., 2018). 

Finally, we demonstrate the large-area characterization of buildings 
on a sample of >200 K façade images equally distributed over our test 
site, the earthquake-prone metropolis of Santiago de Chile. 

The remainder of the paper is organized as follows. Section 2 pro-
vides an overview of the study site Santiago de Chile, its tectonic setting 
and building stock. Furthermore, the data used are described here. The 
deployed methods and the experimental setup are pointed out in Sec-
tions 3 and 4 respectively. Results are presented and discussed in Section 
5. Section 6 concludes this paper. 

2. Study site and data 

2.1. Tectonic setting 

This study focuses on the Chilean capital Santiago. Located straightly 
aligned with the Peru-Chile trench, the interface where the Nazca plate 
subducts the South American Plate (Fig. 1a), Chile is among the most 
seismically active countries worldwide. In the past 100 years, 11 great 
earthquakes with a moment magnitude (Mw) of 8 or above occurred3. 
With regard to the Santiago metropolitan area, seismic hazard is not 
only directly originating from the offshore subduction interface, but also 
from inland faults on the western flank of the Andean Cordillera 
(Ammirati, et al. 2019). Among them the San Ramon Fault, bordering 
the city to the east (SRF, Fig. 1b; Armijo et al. 2010). 

2.2. Santiago de Chile and its building inventory 

Our study site refers to the central 35 communes (comunas) of Greater 
Santiago. It covers an estimated built-up area (i.e., GUF area, Section 
2.3.2) of 568 km2, and is living environment to approximately 6.2 
million people4. In particular after 1920, Santiago has developed very 
dynamically being subject to high rates of growth (Greene and Soler, 
2005). 

Regular earthquakes, the upcoming of new materials and seismic 
design as well as continually updated building codes have led to a va-
riety of construction types in Chile, which are all present in Santiago. 
The building inventory can be differentiated considering the following 
predominant LLRS construction materials (identification shortcuts as 
specified in the GEM taxonomy are given in brackets and will be used in 
the following): Unreinforced adobe masonry (MUR + ADO), unreinforced 
clay brick masonry (MUR + CB), reinforced masonry (MR), confined ma-
sonry (MCF), reinforced concrete (CR), and wooden (W) (Santa María 
et al., 2017). 

MUR + ADO buildings refer to traditional one to two floor residential 
houses featuring wall LLRSs (Fig. 2a) built with sun-dried clay brick and 
mud mortar stabilized by straw (Alvarez et al., 2016a). MUR + CB 
construction started in the second half of the nineteenth century and was 
built with burnt clay bricks in cement/sand mortar. Lacking a structural 
reinforcement these buildings exhibit high seismic vulnerabilities and 
were largely damaged in past earthquakes (Astroza et al., 2012a). 

MCF construction started during the 1930s for low-rise single-family 
housing and was also used later for medium-rise apartment buildings 
(Astroza et al., 2012b; Santa María et al., 2017). MCF buildings feature a 
wall LLRS consisting of unreinforced masonry walls at regular intervals 
reinforced with vertically and horizontally reinforced concrete 
confining elements (i.e., tie-columns and tie-beams, Fig. 2d, e). Past 
earthquakes in Chile revealed a very good performance of MCF if con-
structed properly (Moroni et al., 2004). 

MR construction emerged in Chile in the 1970s being used for low- 
rise single-family housing and apartment buildings. The wall elements 
are hollow concrete or clay block masonry, reinforced with vertical steel 
bars and horizontal bars in the bed joint (Fig. 2f). Before 1986 there 
were no seismic design codes for MR in Chile and its performance was 
poor (Moroni et al., 2014b). 

CR construction in Chile started in the first half of the 20th century 
with few mainly non-residential buildings (Duarte, 2009), and has been 
widely used since the 1950s in buildings of up to 30 storeys or even 
more. The LLRS is mainly characterized by CR walls along the entire 
height of a building, but also CR moment resisting frames in combina-
tion with walls (Fig. 2a - c). CR construction exhibits the lowest seismic 
vulnerabilities (Moroni et al., 2002a, b; Alvarez et al., 2016d). 

W houses are typically one or two storey single family buildings 
exhibiting wooden wall or frame constructions. If designed according to 
the Chilean building standards, W structures show low seismic vulner-
abilities (Alvarez et al., 2016c). 

Besides the mentioned construction designs, there are also non- 
engineered (self-constructed) buildings, where the LLRS cannot be 
clearly specified. Such constructions are specified hereinafter as Un-
known (UNK). 

For additional details see Section 3.2, Fig. 5. 

2.3. Data 

2.3.1. Street-level imagery 
We use street-level imagery from GSV (Anguelov et al., 2010; Fig. 1c) 

for building characterization. The GSV system collects 360◦ street-level 
panoramas as an equidistant cylindrical projection of the environment 

3 http://www.csn.uchile.cl 

4 https://www.ine.cl/estadisticas/sociales/censos-de-poblacion-y-vivienda 
/poblacion-y-vivienda 
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with an omnidirectional camera. It is equipped with an internal GPS 
measurement unit and mounted on top of a car. A panorama is taken 
approximately every 10 m along the driving route and stored together 
with the camera’s position including geographic coordinates and center 
compass heading in degrees as metadata. Static street-view imagery and 
metadata can be accessed via Google’s corresponding Street View Static 
API. Thereby, several parameters on the properties of a requested image 
can be defined: size sets the output size in pixels; heading the horizontal 

viewing direction on the panorama; the horizontal field of view (fov), 
and pitch specify the vertical viewing angle relative to the vehicle5. 

2.3.2. The global urban footprint 
To restrict street-level image acquisition and processing to built en-

vironments, we use the Global Urban Footprint (GUF; Fig. 1b), a globally 
available binary information layer which discriminates “built-up” and 
“non-built-up” areas. The GUF is the outcome of a fully automated image 

Fig. 1. Overview on the study site Santiago 
de Chile and used data: a) Tectonic setting 
and seismicity: the points reflect the epicen-
ters and depths of seismic events with a 
Mw ≥ 3 recorded by the Chilean National 
Network3 within the 15 years period 06/ 
2004–05/2019 (i.e., > 25,000 events); 
topography is reflected by the SRTM digital 
elevation model; b) Built-up area as given by 
the GUF and administrative boundaries of 
comunas; the SRF is also indicated and un-
derlines the direct spatial proximity to the 
settlement; c) Filtered GSV façade view po-
sitions used for SBST classification (triangles 
pointing in the direction of the camera’s 
center heading) with examples of gathered 
façade imagery (R = left, L = right hand 
views) and remaining shooting positions not 
included in sample or filtered as “other” 
(Section 3.1).   

5 https://developers.google.com/maps/documentation/streetview 
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processing chain built upon high resolution synthetic aperture radar 
(SAR) imagery from the TanDEM-X mission and provides an overall 
absolute thematic accuracy beyond 85% (Esch et al., 2017; Klotz et al., 
2016). 

2.3.3. Institutional data 
Two spatial polygon layers from Chile’s 2017 census data, as pro-

vided by the National Statistics Institute of Chile (INE, 2018) are used to 
implement additional spatial constraints on data sampling. The first are 
the administrative boundaries of comunas (Fig. 1b), which are consid-
ered for a spatial stratification within the street-level imagery acquisi-
tion workflow (Section 3.1). The second are block level spatial entities 
which served for the spatial sampling of DCNN training and evaluation 
data (Section 4.1). 

To conduct plausibility checks with regard to our façade image la-
beling outcomes (Section 3.2), we made use of property cadaster data 
from the Chilean Internal Revenue Service (Servicio de Impuestos 
Internos, SII). These include the address, an indication of the LLRS 
material, and the construction year of the listed taxed building proper-
ties (Aguirre et al., 2018). To account for tax exempt public social 
housing we utilized information provided by the Ministry of Housing 
and Urbanism (Ministerio de Vivienda y Urbanismo, MINVU); i.e., we 

employ i) a georeferenced polygon-layer that delineates and locates 
social housing condominiums and includes corresponding years of 
building permits6; ii) a catalog containing photos and construction de-
tails on typical social housing buildings in Chile (MINVU, 2010). 

3. Methods 

In this section, the methodological background of the proposed 
workflow is presented according to its individual steps (Fig. 3). First, we 
describe the acquisition of street-level façade imagery. This is followed 
by detailed insights on the elaboration and implementation of our hi-
erarchical image labeling procedure. We then give a short general 
introduction to DCNNs, after which we go into the specifics of transfer 
learning and the employed DCNN architectures. 

3.1. Acquisition of street-level façade imagery 

In a first step, we query the metadata of image panoramas available 

Fig. 2. Schematic illustrations exemplifying LLRSs (a – c; the arrows indicate the main lateral-load resisting structural elements) and masonry reinforcement 
techniques (d – f): a) single-party wall building, b) multi-party wall building, c) moment-frame building, d) MCF wall building, e) MCF details, f) RM details. 

6 http://www.ide.cl/descarga/capas/item/catastro-nacional-de-c 
ondominios-sociales-2015.html 
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within our study area. These include their unique panorama ID (idi), the 
camera’s position (lati and loni), and the camera’s center heading (hci ). 
Next, a representative sample of street-level imagery is drawn. There-
fore, we use the GUF and the administrative boundaries of comunas 
(Fig. 1b) to i) constrain image acquisition to built-up areas and ii) 
perform a spatial stratification. Precisely, we use the spatial in-
tersections of the GUF and the comunas as source entities for sampling 
panorama shooting points randomly for data acquisition. Thereby, each 
sample is weighted by the share of its source entity in the total GUF area 
within all considered comunas. Subsequently, street-level imagery are 
acquired with a size of 640 × 640 pixels which showed to be a good 
trade-off between data load and the visibility of structural details in the 
façade imagery. FOV and pitch are set to 100◦ and 15◦ respectively to 
allow for also capturing larger buildings. To obtain frontal views to-
wards buildings we deploy hci to define the heading and add and subtract 
90◦ to obtain its perpendicular, i.e., we set the heading to hci + 90◦ to get 
right hand side views and to hci − 90◦ to get left hand side views. 

Despite the constraints on image collection, there still remain non- 
façade views in the sampled imagery (Fig. 4). Analogous to Kang et al. 
(2018), we deploy a DCNN pretrained on the places2 data set (Zhou 
et al., 2018) to automatically filter the data for façade views. Specif-
ically, we use a VGG16 DCNN (Simonyan and Zisserman, 2014) that was 
trained on the Places365-standard data7. The network was trained with 
more than 1.8 million photos from 356 scene classes. From these we use 
a set S of 24 outdoor classes that clearly indicate building façades: S =

[apartment building, beach house, building façade, chalet, church, cottage, 
courthouse, embassy, fire station, hangar, hospital, hotel, house, hunting 
lodge, mansion, manufactured home, motel, office building, palace, school-
house, shed, skyscraper, synagogue, tower]. We feed the sampled street- 
view images to the DCNN and apply the subsequent filter rule: 

(2)  

with Li representing the resulting label assigned to an image i and Ci the 
4 classes assigned as most probable. Exclusively the street-level imagery 
labeled as façade is kept. 

3.2. Hierarchical labeling of reference data 

We aim at creating a meaningful and representative reference data 
set. Therefore, the acquired façade imagery was subject to a properly 
tailored hierarchical labeling procedure. As a basis, a typologization 

scheme (Fig. 5) was elaborated jointly by domain experts; Chilean 
structural engineers who are familiar with local construction practices 
and who have already conducted GSV-based digital remote building 
surveys in Chile (e.g., Santa María et al., 2017), and image analysts. 
Furthermore, relevant literature on building construction, the damages 
occurred in past earthquake events, and existing vulnerability models 
was considered. Requirements for the scheme were the provision of: i) a 
labeling workflow strictly based on visually inferable indicators (visual- 
structural criteria) to objectify the assignment of the inquired structural 
information; ii) a typology representative for Chile, which is aligned 
with the GEM taxonomy as well as existing vulnerability models (e.g., 
Villar-Vega et al, 2017); iii) final class frequencies that permit a mean-
ingful learning and evaluation of DCNN models. Thereby, the employed 
ontology implies the combination of directly visible structural features 
(e.g., height or wall thickness) as well as indirect construction features 
(e.g., the architectural style period, indicating a particular construction 
period and associated building practices). As a complement to the 
scheme a catalog with example images was elaborated. It provided 
additional guidance and basis for discussion within the labeling process. 
Examples thereof are depicted in Fig. 6. 

Considering the central building entity depicted on the images (i.e., 
the completely captured building with the largest area share, or if no 
building is completely captured, the building with the largest area 
share), labeling involves three steps. First, images are grouped according 
to the number of storeys (in the following referred to as height) and 
whether they represent single-(i.e. detached, semi-detached, or terraced 
single-family housing units) or multi-party buildings (i.e., apartment 
buildings and all buildings specifically constructed for non-residential 
use). This initial, rather rough categorization is carried out relatively 
quickly and intuitively without much attention to detail. Thereby, this 
inherently already leads to a useful pre-grouping with regard to the 
targeted SBSTs, since construction practice relates in particular to the 
height but also to the use of buildings (e.g., non-residential buildings 
usually require larger free spaces and have high code requirements to 
meet). The next step is to assign the material type of the LLRS to the pre- 
grouped images, according to the visual-structural criteria. This results in 
the pre-SBSTs, which represent the occurring combinations of the initial 
height and LLRS material type. According to the LLRS material types 
occurring in Santiago (Section 2.2), we differentiate among MUR + CB, 
MUR + ADO, MCF, RM, W, CR, as well UNK structures. Furthermore, we 
consider two additional categories, Commercial and Industrial 
(COM1_2_IND) and Office buildings (COM3). These refer to façade images 
which cannot be unambiguously assigned to the aforementioned cate-
gories. This rarely applies to residential buildings but is the case for non- 

Fig. 3. Overview on the general workflow and the background methodology.  

7 https://github.com/CSAILVision/places365 
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residential buildings that feature a special structural design adapted to 
their use or an individual representative design. Hence, these two cat-
egories include non-residential buildings, whose vulnerability charac-
teristics are either assumed to be highly individual so that they cannot 
be described by available generalized vulnerability models, or whose 
occurrence is too low to be adequately represented in an appropriate 
additional LLRS material category, considering the learning of DCNN 
models. Buildings with storeys of different LLRS material types are 
assigned the LLRS material type of the ground floor. This is typical for 
two storey single-family buildings, which often have a masonry ground 
floor (e.g., MCF or MR) and a wooden first floor (e.g., the right of the 04: 
MR/HBET1,2 examples in Fig. 6). The third and last step consists of a 
final re-aggregation based on the pre-SBST frequencies to obtain the 
SBSTs. The objective here is to distinguish SBSTs that are meaningful 
and consistent with respect to their seismic vulnerabilities, but at the 
same time do not fall below a certain minimum number of images for the 
training and evaluation of DCNNs. In this course, MUR + CB and 
MUR + ADO were merged to MUR as well as W and UNK to W_UNK. 
Furthermore, the height divisions of the SBSTs were modified. 

Following the established scheme, labeling was carried out by un-
dergraduate students guided and counter checked by the expert group. 
The final aggregation to the 14 SBSTs was performed by an expert. To 
ensure representativity with respect to the individual target classes and 
considering occurring intra-class variabilities, labeling was carried out 
until the least populated class exceeded 800 instances. 

To obtain the final reference data, the resulting set of labeled data 
was subject to additional plausibility checks based on institutional data 
(Section 2.3.3). The first type of checks was performed using the SII data 
based on the contained information on construction materials and 
construction years of taxed buildings; e.g., a MUR building needs to be of 
material type masonry and have a construction year older than 1940 
(see the visual-structural criteria in Fig. 5). However, since we noticed a 
substantial amount of uncertainties in the attribution as well as the geo- 
coding of the SII data, we did not use the data for a direct re-labeling but 
rather to select candidates to be revised. In case of ambiguity we 
retained the manually assigned labels. The second type of plausibility 
checks was performed on the façade imagery of non-taxed social housing 
buildings. Here, we used the polygon-layer provided by MINVU. With it, 
we specifically revised labeled façade images depicting buildings 
located in a social housing condominium, taking respective years of 
building permits as well as the construction design of typical social 
housing buildings in Chile (MINVU, 2010) into account. 

3.3. Façade image classification with Deep Convolutional Neural 
Networks 

3.3.1. Deep convolutional neural networks 
A DCNN is a trainable architecture (Fig. 7) of multiple hierarchically 

arranged feature extraction stages each consisting at least of three 
consecutive types of alternating layers: i) convolutional layers, ii) a non- 
linearity (or activation) layer and iii) a pooling layer, which are followed 
by a classification stage containing at least one fully connected layer 
(LeCun et al., 2015). Within the training stage, this configuration en-
ables the DCNN to learn two dimensional (D) non-linear representations 

of the input (Bengio et al., 2013) referred to as low- and high-level 
features and a classifier based upon them. 

The input data of a convolutional layer is a 3D array X ∈ RH×W×C, the 
first two dimensions H (height) and W (width) reflecting its spatial di-
mensions and the third dimension C the number of 2D (H× W) feature 
channels. Each convolutional layer is composed of k learnable kernels 
which convolve its input to k output feature maps. Specifically, let xi be 
the ith feature map of an input X to a convolutional layer, the jth of its k 
kernels can be defined by its weight wj and bias bj and its output yj 

denoted as follows: 

yj =
∑C

i
f (xi*wj + bj), j = 1, 2,⋯, k (3)  

where * is a two-dimensional discrete convolution operator and f(∙)
refers to a point wise nonlinearity function, with the rectified linear unit 
(ReLU): f(x) = max(0, x) recently being most common (Li et al., 2019). A 
feature extraction stage is completed by a spatial pooling layer, which 
aims to diminish redundant information and to create invariance (LeCun 
et al., 2015). After the feature extraction stages, in the classification 
stage, the last multidimensional output is transferred into a one- 
dimensional feature vector (flattening) and fed to the fully connected 
layer(s) where each output dimension depends on all the input di-
mensions. The output of the (last) fully connected layer of the DCNN is 
transferred into probability distributions over the target class labels by 
the softmax function. The parameters of a DCNN, i.e., the weights in the 
convolutional and fully connected layers are trained based on error 
backpropagation deploying a gradient decent optimization algorithm 
that minimizes an objective function (e.g., cross entropy loss; Good-
fellow et al., 2016). 

3.3.2. Transfer learning 
For establishing our DCNNs by training from scratch, we have a 

limited amount of reference data (Section 5.1). Therefore, transfer 
learning (TL) is applied to improve classification performance. Specif-
ically, we cast our classification problem as an instance of inductive TL 
(Pan and Yang, 2010), where knowledge on a source domain DS and a 
learning task TS with plenty of available labeled data is used to improve 
the learning of the predictive objective function fT(∙) for our target 
learning task TT (TS ∕= TT) in our target domain DT . 

Considering, Ai(∙) as one of the deployed DCNN architectures (Sec-
tion 3.3.3), we perform TL by transferring the parameters (i.e., the 
weights) of all feature extraction stages obtained in training Ai

S(∙) for TS 

in DS (referred to as pre-training; Goodfellow et al., 2016) to initialize the 
training of Ai

T(∙) for TT in DT (referred to as fine-tuning; Yosinski et al., 
2014). 

3.3.3. DCNN architectures 
Three predefined DCNN architectures are tested and compared 

considering their generalization capabilities, i.e., InceptionResNetV2 
(Szegedy et al., 2016b), Xception (Chollet, 2017), as well as NASNet-A 
(Zoph et al., 2018). We selected these architectures as they feature 
different complexities in terms of trainable parameters (Table 1) and 
recently achieved state-of the art results on the ILSCVR2012 ImageNet 

Fig. 4. Examples for excluded non-façade images: a) free spaces; b) crossings and streets; c) non-building structures; d) obscuring fences and walls, e) vegetation; f) 
vehicles; g) wrapped construction sites. 
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(hereafter simply referred to as ImageNet) classification task. A 1.4 M 
natural images dataset labeled across 1000 classes (Russakovsky et al., 
2015). In contrast to the first two, which were manually designed, 
NASNet-A is the result of an automated architecture engineering pro-
cedure, which is intended to adapt the model architecture in a beneficial 
way to the specific data. 

The InceptionResNet-v2 integrates the successively modified Inception 
module (Szegedy et al., 2016a) and residual learning (He et al., 2016). The 
central idea of the Inception module is to incorporate and capsulate 

variable receptive fields created by different kernel sizes to enhance the 
sparse capture of spatial and cross-channel information at different 
scales. Thereby, initial 1x1 convolutional filters perform a dimension-
ality reduction to regulate computational expenses. The latest Inception 
module was further enhanced by implementing factorized convolutions 
and kernel size reductions enabling an efficient up-scale of the DCNN to 
improve accuracy (Szegedy et al., 2016a). Residual learning addresses 
the vanishing gradient and degradation problem with short cut layer 
connections performing additive identity mapping (He et al., 2016). The 

Fig. 5. Scheme highlighting the hierarchic image annotation procedure and addressed SBST taxonomy. The indication of (pre-) SBSTs follows the coding of the GEM 
taxonomy. With regard to the specification of heights, HEX refers to exact height, HBET to height between and H:N+ to height of N storeys or higher. The GEM 
taxonomy strings in the description refer to the most frequently occurring instance of an SBST. Literature: 1Monge, 1969; 2Astroza et al., 2012a; 3Jorquera et al., 
2017; 4Alvarez et al., 2016a; 5Moroni et al., 2004; 6Astroza et al., 2012b; 7Moroni et al., 2014a; 8Alvarez et al., 2016b; 9MINVU, 2010; 10Moroni et al., 2014b; 
11Alvarez et al., 2016c; 12Villar-Vega et al, 2017; 13Alvarez et al., 2016d; 14Jünemann et al., 2015; 15Santa María et al., 2017; 16Moroni et al., 2002a; 17Moroni et al., 
2002b; 18Duarte et al., 2009; 19Brzev et al., 2013 
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InceptionResNet-v2, is built-upon the revised inception modules 
equipped with short cut connections, leading to a faster training while 
showing a gain in recognition performance (Szegedy et al., 2016b). 

The Xception architecture takes up the convolution factorization 
concept of the revised inception module, but restructures it to an instance 
of a depth-wise separable convolutional layer, i.e., an initial 1x1 point wise 
convolution to map cross-channel correlations followed by a convolu-
tional layer performing a spatial convolution over each channel of an 

input independently (depth-wise convolution). The whole Xception 
network is a linear stack of such depth-wise separable convolutional 
layers consecutively interlinked with linear residual short cut connec-
tions. Entirely decoupling spatial and feature channel correlation, this 
architecture showed to be particularly efficient in the use of parameters 
(Chollet, 2017). 

While InceptionResNetV2 and Xception result from manual DCNN 
design, NASNet-A constitutes the outcome of an automated DCNN 

Fig. 6. Examples for GSV façade images annotated with one of 14 SBSTs according to the categorization scheme.  
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architecture engineering procedure (i.e., NAS). NAS renders the DCNN 
architecture search as a reinforcement learning problem, the configu-
ration of a DCNN being the agent’s action. A controller recurrent neural 
network (RNN) samples child networks with different architectures 
which are trained to convergence. Resulting recognition accuracies are 
used to consecutively update the controller and optimize architectures. 
Inspired by hand-crafted architectures composed of repeated modules, 
Zoph et al. (2018) search for the architecture of such motifs, rather than 
for whole DCNN architectures. Thereby, the search space is restricted to 
two different motifs, i.e., Normal Cells (convolutional cells preserving 
dimensionality) and Reduction Cells (convolutional cells reducing 
dimensionality). The NASNet architectures are subsequently con-
structed by sequentially concatenating both modules. Within the search, 
the controller RNN selects from a predefined set of hidden state opera-
tions (i.e., convolution, depth wise separable convolution, dilated 
convolution, average pooling and max pooling with several kernel sizes 
as well as identity mapping) to construct the convolutional cells. This 
modularity reduces the search space keeping computational costs in 
reasonable scales and facilitates scalability and transferability. 

In this manner, Zoph et al. (2018) automatically optimized Normal 
and Reduction Cells to construct the NasNet-A architecture (Fig. 8). 

4. Experimental setup 

To assess the ability of DCNNs (Section 3.3.3) to predict a building’s 
SBST from street-level-façade imagery, but also to extract individual 
structural attributes independently, the following experiments were 
carried out: i) training and evaluation of DCNNs to predict the 14 finally 
assigned SBSTs (Fig. 5); ii) training and evaluation of DCNNs to predict 
the 7 distinguished LLRS material classes (i.e., MUR, MCF, MR, CR, 
W_UNK, COM1_2 _IND and COM3); iii) training and evaluation of 
DCNNs to predict 6 different building height classes (i.e., HEX:1, HEX:2, 
HBET:3,4,.HBET:5,7, HBET:8,12 and H:13+). Thereby, prediction per-
formances of the DCNNs were assessed when trained from scratch as well 
as when TL was applied. To take account for the class imbalance and to 

ensure comparability across the experiments, we set up an appropriate 
sampling and balancing strategy. 

4.1. Data balancing and partition 

Considering the significant class imbalance in the reference data pool 
(Fig. 9), we carried out a balancing strategy that combines under-
sampling of the majority classes and data augmentation. With regard to 
classes with a limited amount of samples available (n ≤ 2, 000), we 
deployed all samples as labeled in data for learning and evaluating the 
DCNNs (Table 1). For larger populated classes (n > 2, 000), a random 
sample of 2000 images was drawn (i.e., undersampling). The labeled in 
data was split into training, validation, and test data sets with respective 
shares of 65%, 15% and 20%. It was ensured that the training, valida-
tion, and test data set exclusively contain images representing buildings 
from different building blocks and thus are spatially disjoint. In this 
manner a potential positive bias in accuracy measures that can be 
attributed to overlapping image fields of views or images spotting at the 
same building from different perspectives was eliminated (Geiß et al., 
2017b). Building blocks were represented by block level spatial entities 
from Chile’s 2017 census (Section 2.3.3). In a final step, training data for 
each class was augmented to a balanced data set of 4000 images 
respectively by applying random combinations of the geometric image 
transformation operations shearing, perspective skewing, cropping, and 
vertical flipping. The data for all experiments, the SBST as well as the 
LLRS material and the height classification implies the described pro-
cedure. Thereby, to provide comparability of SBST prediction accuracies 
to the accuracies of the independent derivation of the LLRS material and 
height, training, validation, and test data sets for the determination of 
the latter two were created from the original training, validation, and 
test data set of the SBST experiments. An overview on the data setting for 
each experiment is given in Fig. 10. 

4.2. Training of DCNNs 

In order to prevent overfitting, we apply additional dropout regu-
larization (Srivastava et al., 2014) with a dropout rate of 0.5 right at the 
fully connected softmax prediction layer of each of the deployed DCNN 
architectures. Considering the computational resources of the Nvidia 
GeForce RTX 2080 Ti GPU with 11 GB memory as well as the relatively 
large memory requirements with regard to the training of NASNet-A, we 
train all the networks uniformly with a relatively small mini-batch size 
of 10. The Adaptive Moment Estimation optimizer (ADAM; Kingma and 
Ba, 2014) is used to optimize categorical cross-entropy. 

When conducting the training of the DCCNs from scratch trainable 
parameters were initialized randomly. In the TL experiments, training of 
all feature extraction stages started from the parameter set up resulting 
from a respective pre-training (Section 3.3.2) on the ImageNet data. 

Different initial learning rates are set when the models are trained 
from scratch and when TL is applied. In the first case training is started 
with a larger learning rate of 0.001 in order to encourage a faster 
learning at the beginning. In the latter small initial learning rates of 

Fig. 7. Main parts of a DCNN architecture.  

Table 1 
Overview on deployed DCNN-Architectures. Order arranged according to the 
number of trainable parameters.  

Architecture Input image size 
[Pixels] 

# Parameters 
[M] 

ILSCVR2012 Top-1 
acc. [%] 

Xception 299 × 299  22.8  79.0 
InceptionResNet- 

v2 
299 × 299  55.8  80.1 

NasNet-A 331 × 331  88.9  82.7  

Fig. 8. Scheme of NASNet-A. R and N indicate Reduction and Normal cells.  
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0.0001 are set, allowing for a sensitive fine-tuning right from the start. 
To facilitate an efficient and exhaustive learning process, learning rates 
are reduced by a factor of 0.5 at validation accuracy plateaus, i.e., after 5 
consecutive epochs without an increase. Early stopping is used in order 
to mitigate overfitting as well as an unnecessary extension of training 
time. The model status yielding the highest validation accuracy is kept. 
Apart from the initial learning rate set ups for the training from scratch 
and TL, training parametrization among all experiments remained un-
changed to enable reasonable comparisons of the resulting models. 

5. Results and discussion 

5.1. Acquisition and labeling of street-level façade imagery 

Following the workflow described in Section 3.1, 204,030 façade 
images were acquired, of which 29,597 were labeled according to the 
labeling procedure described in Section 3.2. Fig. 9 shows the numbers of 
available reference data categorized according to their assigned height, 
material LLRS, and SBST labels. 

Particularly for the SBST and the material LLRS class frequencies 
exhibit substantial class imbalance. While the most populated SBST (i.e., 
03:MCF/HBET:1,2) and LLRS (i.e., CR) classes respectively comprise 
4361 and 13,236 assigned façade images, their least populated coun-
terparts contain only 825 (08:MR/HBET:4,3) and 1017 (COM3) labeled 
samples. These imbalanced class-distributions are reasonable consid-
ering Santiago’s history of construction along with its seismic events and 
spatio-temporal dynamics (Section 2.2). 

5.2. Data sampling and balancing 

To mitigate class imbalance as well as to enrich our training data, we 
conducted a proper sampling and data augmentation strategy (Section 
4.1). Resulting frequency distributions across training, test, and vali-
dation data, as well as the amount of data augmentation for the 
addressed classification tasks are depicted in Fig. 10. An overview on 
aggregated overall numbers in terms of the partition of labeled data and 
data augmentation is given in Table 2. 

5.3. Comparative accuracy and training times across resulting DCNNs 

The test set classification accuracies of the DCNN models achieved 
through the training of the deployed architectures with the different 
training approaches are shown in Fig. 11. Respective training times in 
terms of GPU hours can be taken from Fig. 12. 

Independently of the classification task and DCNN architecture, the 
levels of accuracy are fairly high with the Xception DCNN trained from 
scratch on SBST classification achieving the lowest Kappa value (κ), 
overall accuracy (OA), and weighted mean of F1 scores (F1) with 0.757, 
77.58%, and 0.776, respectively. The highest SBST classification accu-

racies attain a κ = 0.813, an OA = 82.7%, and a F1 = 0.827, and result 
from the transfer-learned NASNet-A. Overall, the highest accuracy levels 
are achieved for the LLRS material classification. 

For all tasks highest accuracy levels are obtained when fine-tuning 
the NASNet-A architecture. In most of the experiments, TL also leads 
to a significant reduction in training time. Comparing deployed DCNN- 
architectures in terms of the training time required until convergence, it 
can be observed that, put into a sequence they are consistent with their 
number of parameters (Section 3.3.3). Xception converges fastest, fol-
lowed by InceptionResnet-v2 and NASNet-A with markedly longer 
training times. 

The attained accuracy levels demonstrate the automation potential 
in the retrieval of building structural attributes for seismic risk assess-
ment on the basis of the presented data and methodology. 

5.3.1. SBST classification 
With regard to the classification of SBSTs, model training clearly 

improved from TL, which leads to a significant raise in accuracies across 
all three DCNN architectures but most evident for NASNet-A. Being 
nearly on par with InceptionResNet-v2 when trained from scratch, 
NASNet-A results in the highest accuracies on SBST classification 
(κ = 0.813, OA = 82.7%, and F1 = 0.827) injecting additional prior- 
knowledge via pretraining. 

5.3.2. Material LLRS classification 
The accuracies in the predictions of the LLRS material show a similar 

picture on a generally higher level, which reflects the reduced 
complexity of the classification task. Again, the learning of all applied 
DCNN architectures is clearly improved by TL. Whereas here, although 
the transfer-learned NASNet-A achieves the highest accuracies 
(κ = 0.848, OA = 87.1%, and F1 = 0.870), this time Xception profits the 
most and obtains a similar level (κ = 0.845, OA = 86.9%, and 
F1 = 0.867) with far less training effort (Fig. 12b). As with the prediction 
of SBSTs, InceptionResNet-v2 outperforms the other DCNNs when 
training the DCNNs from scratch. 

5.3.3. Height classification 
For the height predictions, only the NASNet-A benefits from TL and, 

as with the other tasks, shows the highest accuracy (κ = 0.831, 
OA = 85.9%, and F1 = 0.858). However, the Xception and 
InceptionResnet-v2 models trained from scratch slightly outperform 
their pretrained counterparts. The differences in accuracy between the 
models learned from scratch and the pretrained models are generally the 
lowest here. This could be attributed to the fact that the height classi-
fication task exhibits the most favorable ratio between the number of 
available training samples per class and the number of addressed classes, 
but also indicate that the features learned within the ImageNet- 
pretraining are less relevant for height classification. 

We also assessed the accuracy of the results when combining the 

Fig. 9. Number and class distributions of labeled reference data pool.  
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predictions of the specifically trained LLRS material and height models 
to obtain the SBST and compared them to the direct SBST predictions. 
Thereby, the direct predictions of the SBSTs proved to be more accurate. 
The SBST accuracies, obtained combining the predictions of the best 
performing LLRS material and height DCNN (i.e., the NASNet-A 
respectively) were κ = 0.785, OA = 79.2%, and F1 = 0.790. 

5.4. In detail classification accuracy of best DCNNs 

The confusion matrices for the best performing models on the three 
addressed classification tasks (i.e., the NASNets) are shown in Fig. 13. 
The corresponding precision, recall and F1 score values are illustrated in 
Fig. 14. Considering the SBST predictions, Fig. 13a reveals that 

commission and omission errors generally occur among classes repre-
senting the same height but with a different LLRS material, or among 
classes of the same material LLRS but with a different height (among 
adjoining classes which are one height class above or below the consid-
ered one in particular). These difficulties in inference are confirmed by 
the confusion matrices of the LLRS material Fig. 13b and the height 
DCNN predictions Fig. 13c). While the errors in LLRS material predic-
tion occur across several classes, in height prediction errors occur only 
among adjoining classes. 

Three individual classes from the SBST predictions, 03:MCF/ 
HBET:1,2, 09:CR/HBET:3,4, and 11:CR/HBET:8,12 (F1 scores of 0.778, 
0.778, and 0.726, respectively) are particularly error prone. For 09:CR/ 
HBET:3,4 and 11:CR/HBET:8,12 this is due to the above-mentioned 
errors in regards to classes with adjoining heights, which are particu-
larly pronounced here. In contrast, the errors in respect to 03:MCF/ 
HBET:1,2 can be clearly attributed to commission and omission errors 
across SBSTs of the same height but of different LLRS material. The 
difficulties in correctly predicting the LLRS material type MCF as well as 
the height class HBET:8,12 is also visible in the confusion matrices, 
precision, recall, and F1 score values of the material LLRS and the height 
DCNNs, respectively. MCF construction (Section 2.2 and 3.2) has been 
built for a relatively long time period and, due to its good performance in 
earthquakes, is widespread, both in areas with a high and low 

Fig. 10. Frequency distributions across training, test, and validation data as well as the amount of training data augmentation for the three classification tasks.  

Table 2 
Overview on labeled reference data used for training and testing of DCNNs.  

Experiment Labeled 
in 

Training Training 
augmented 

Validation Test 

SBST-DCNN 22,515 14,599 56,000 3397 4519 
Height-DCNN 12,000 7,800 24,000 1800 2400 
Material LLRS- 

DCNN 
16,000 10,400 32,000 2400 3200  
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socioeconomic level. Correspondingly, MCF comprises a large within- 
class variance. Especially when buildings are plastered or painted, the 
visual characteristics of MCF as well as the differences to other LLRS 
materials can be subtle and therefore difficult to recognize even when 
labeled manually. Older MCF buildings can bear a strong similarity to 
MUR buildings and newer MCF buildings to MR and CR promoting the 
susceptibility to prediction errors. Nevertheless, the accuracies for these 
comparatively error-prone classes are still high. 

The deployed class balancing strategy (Section 4.1) is successful, 
since the classification results on the individual tasks show no de-
ficiencies on the accuracies of the classes with less available reference 
data in comparison to the classes with a higher population of labeled 
images. These are particularly 01:MUR/HEX:1, 02:MUR/HBET:2,3, 06: 
W_UNK/HBET:1,2, 08:MR/HBET:3,4, 13:COM1_2_IND/H:1+, as well as 
14:COM3/H:8 + considering the SBST class frequencies and W_UNK, 
COM1_2_IND as well as COM3 considering the LLRS material class 
frequencies. 

It is worth stating that machine learning systems are subject to un-
certainty (Hüllermeier and Waegeman, 2021). A contributing factor 

Fig. 11. κ, OA and F1 for the different classification approaches.  

Fig. 12. Time (GPU hours) for training the DCNNs on a) SBST, b) material 
LLRS, and c) height classification. 

Fig. 13. Normalized confusion matrices of best performing DCNNs for the three classification tasks.  
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here is that, despite our labeling strategy, the deployed reference data do 
not represent absolutely verified ground truth information (e.g., from 
construction plans). Instead, they result from human visual image 
interpretation. In less unambiguous cases, this is prone to induce label 
uncertainty that propagates to model learning and validation. With 
respect to the application of derived information in seismic risk 
modeling, such uncertainties should ideally be considered as epistemic 
uncertainties. 

Overall, the experimental results clearly demonstrate the potential to 
automate the in-situ collection of vulnerability-related structural fea-
tures from remote based on street-level images with extensive coverage 
and DCNNs. This also accounts for the retrieval of the often very subtly 
encoded and thus challengingly inferable LLRS material. 

5.5. Application 

To illustrate the application of the proposed procedure on an auto-
mated building characterization on a large-area, we applied the best 
performing DCNNs to all 204,030 filtered façade views. Resulting class 
frequency distributions are shown in Fig. 15. 

The spatial distribution of each of the predicted SBSTs is depicted in 
Fig. 16 and reveals the distinct patterns of the different SBSTs across the 
area of Greater Santiago. 

01:MUR/HEX:1 and 02:MUR/HBET:2,3 classifications are located in 
particular in the core of Santiago and its direct surroundings. Thereby, 
the higher 02:MUR/HBET:2,3 buildings concentrate almost exactly in 
the historic center, whereas the single-storey 01:MUR/HEX:1 buildings 
extend considerably beyond its boundaries and thus also include the 
historical outskirts of Santiago (e.g., Greene and Soler, 2005). 03:MCF/ 
HBET:1,2 buildings spread nearly all over the City except for the high 
socio-economic status areas in the north-east. 05:CR/HBET1,2 is 
distributed throughout the conurbation, with increased amounts in 
areas of medium to high socio-economic status extending from the 
southwest to the northeast (a spatial consideration of Greater Santiago 
from a socio-economic perspective is provided, e.g., in Garreton, 2017). 
04:MR/HBET1,2 as well as 06:W_UNK which can almost exclusively be 
attributed to low to medium economic status residential buildings, 
extend radially away from the boundaries of the city center and the 
municipalities with high socio-economic status in the north-east. 07: 
MCF/HBET:3,4 buildings are distributed dispersed throughout the city 
center and in addition, as with 08:MR/HBET:3.4, in a rather clustered 
manner across Santiago’s residential areas. These clusters mainly refer 
to low to middle socio-economic status condominiums or social housing. 
09:CR/HBET:3,4 CR is spread over the entire city, with more pro-
nounced concentrations in the center as well as towards the north-east. 
The higher the CR SBST buildings are, the more clearly their occurrence 
is limited to residential areas of medium to high socio-economic status 
and the business and financial districts, which particularly expand 
northeastwards from the center. The presence of 14:COM3/ 
H:8 + buildings is exclusively limited to these districts. Buildings clas-
sified as 13:COM1_2 are spread across the entire city area, with higher 
concentrations in the center and lower occurrences in the eastern parts. 
This shows that the quantity and spatial distribution of the different 
SBSTs is highly heterogeneous. Accordingly, the exposure to earth-
quakes follows a very distinct spatial variability. 

For an application of the presented methodology to new geographic 
regions the target typologies as well as respective visual-structural 
criteria need to be revised and adjusted where necessary to capture 
the target domain properly. Furthermore, situation appropriate transfer 
learning techniques (Pan and Yang, 2010) could be considered to obtain 
a favorable trade-off between generalization capabilities and additional 
reference data collection efforts. 

6. Conclusion 

This study demonstrates the potential of the combined use of geo-
coded street-level imagery such as provided by GSV and state-of-the art 
DCNNs to automatize the classification of structural features of buildings 
for large-area seismic risk assessments. To this end, a properly tailored 
workflow for the targeted collection of street-level façade imagery, the 
compulsory labeling of reference data based on herein encoded visual- 
structural criteria, as well as information extraction based on DCNN 
image classification in a comparative experimental setting was 

Fig. 14. Precision, Recall, and F1 scores of best performing DCNNs for the three 
classification tasks. 

Fig. 15. Numbers and class distributions of classification outputs from best performing DCNNs.  
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Fig. 16. Spatial distribution and class frequencies of SBST classification outputs from best performing DCNN.  
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elaborated. The experimental results for the study site Santiago de Chile 
prove that DCNNs allow for an accurate inference of key structural 
vulnerability-related building characteristics from street-level façade 
imagery, i.e., the SBST, the LLRS material, and the building height. 
Thereby, the transfer learned NasNet-A models have performed best. 
This enables an automated and thus efficient large-area in-situ data 
collection. The achievement of relatively high accuracy levels (>0.80 for 
SBST, >0.85 for LLRS material and height prediction) in spite of a 
limited amount of reference data indicates that the potential for 
extracting risk-related building structural information from street-level 
façade images in the natural hazard risk context can be further 
elaborated. 

Previously, studies on the analysis of building vulnerability to 
earthquakes, but also to other natural hazards were limited with regard 
to their spatial coverage as well as their thematic depth with respect to 
meaningful structural building characteristics. These limitations can be 
primarily attributed to a lack of representative in-situ information. With 
the data and methods presented in this study, these limitations can now 
be overcome for many areas of the world while still remaining accurate 
in spatial and thematic depth. This level of detail is of central impor-
tance for building vulnerability analyses because, as shown in Fig. 16, 
the distribution of different building structural types can exhibit large 
variabilities across space. 
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damage assessment for deterministic scenarios in Iquique, Chile. Nat. Hazards 92 
(3), 1433–1461. 

Alvarez, C., Hube, M., Rivera, F., Santa María, H., Hernandez, D., 2016a. Adobe House. 
World housing encyclopedia report 179 (Chile), EERI, IAEE; URL: http://db.world-h 
ousing.net/building/179 (accessed on 29 May 2020). 

Alvarez, C., Hube, M., Rivera, F., Santa María, H., Hernandez, D., 2016b. Confined 
Masonry. World housing encyclopedia report 181 (Chile), EERI, IAEE; URL: 
http://db.world-housing.net/building/181 (accessed on 29 May 2020). 

Alvarez, C., Hube, M., Rivera, F., Santa María, H., Labarca, M., 2016c. Timber Houses. 
World housing encyclopedia report 182 (Chile), EERI, IAEE; URL http://db.world-h 
ousing.net/building/182 (accessed on 29 May 2020). 

Alvarez, C. Hube, M., Rivera, F., Santa María, H., Labarca, M., 2016d. Reinforced 
Concrete Shear Wall Houses. World housing encyclopedia report 180 (Chile), EERI, 
IAEE; URL http://db.world-housing.net/building/180 (accessed on 29 May 2020). 

Ammirati,  J.-B., Vargas, G., Rebolledo, S., Abrahami, R., Potin, B., Leyton, F., Ruiz, S., 
2019. The crustal seismicity of the Western Andean Thrust (Central Chile, 33◦–34◦

S): implications for regional tectonics and seismic hazard in the Santiago Area. Bull. 
Seismol. Soc. Am. 109 (5), 1985–1999. 

Anguelov, D., Dulong, C., Filip, D., Frueh, C., Lafon, S., Lyon, R., Ogale, A., Vincent, L., 
Weaver, J., 2010. Google street view: capturing the world at street level. Computer 
43, 32–38. 
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Panagiota, M., Chanussot, J., Erwan, P., Guéguen, P., 2012. A support vector regression 
approach for building seismic vulnerability assessment and evaluation from remote 
sensing and in situ data. In: Proceedings of the 2012 IEEE International Geoscience 
and Remote Sensing Symposium pp. 7533–7536, 22–27. 

Pittore,  M., Haas, M., Megalooikonomou, K.G., 2018. Risk-oriented, bottom-up 
modelling of building portfolios with faceted taxonomies. Front. Built Environ. 4, 41. 

Rivera, F., Hube, M.A., Santa María, H., Alvarez, C., 2017. Use of remote digital surveys 
to generate exposure models of residential structures in Chile. In: 16th World 
Conference on Earthquake Engineering, Santiago de Chile, Paper No. 2414. 

Russakovsky, O., Deng, J., Su, H., Krause, J., Satheesh, S., Ma, S., Huang, Z., 
Karpathy, A., Khosla, A., Bernstein, M., Berg, A.C., Fei-Fei, L.i., 2015. Imagenet large 
scale visual recognition challenge. Int. J. Comput. Vision 115 (3), 211–252. 

Santa María, H., Hube, M.A., Rivera, F., Yepes-Estrada, C., Valcárcel, J.A., 2017. 
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